**Clustering R-implementations**

**Partitioning Clustering (K-means)**

**K-means**

The k-means algorithm is very simple and basically consists of two steps. It is initialized by a random choice of cluster centres, e.g. a random selection of objects in the data set or random values within the range for each variable. The steps are:

1. Pick an initial set of K centroids (this can be random or any other means)
2. For each data point, assign it to the member of the closest centroid according to the given distance function
3. Adjust the centroid position as the mean of all its assigned member data points. Go back to (2) until the membership isn't change and centroid position is stable.
4. Output the centroids.

In this part, we want to show how to use K-means in R through few examples (**codes are provided in blue colour**). **Make sure that you have installed the appropriate packages before calling them via the library command.**

**IRIS Dataset (Our first simple k-means code)**

The dataset is the Iris dataset; this dataset contains data on flowers from three different species of Iris (i.e. three classes/groups): setosa, versicolor and virginica. Each observation contains 4 variables, the petal width, petal length, sepal width and sepal length. This dataset is labelled since it contains the species of the flower (i.e. we know the desired output). Let’s see if the unsupervised k-means algorithm can detect the species on its own (i.e. without utilising the desired output knowledge)! Iris data is considered as a classic benchmark dataset.

library(datasets)

We can show the iris data with this command, just type "iris" for show the all data

head(iris)

+/- Output

## Sepal.Length Sepal.Width Petal.Length Petal.Width Species

## 1 5.1 3.5 1.4 0.2 setosa

## 2 4.9 3.0 1.4 0.2 setosa

## 3 4.7 3.2 1.3 0.2 setosa

## 4 4.6 3.1 1.5 0.2 setosa

## 5 5.0 3.6 1.4 0.2 setosa

## 6 5.4 3.9 1.7 0.4 setosa

or we can use command "names" to show the label/column names

names(iris)

+/- Output

## [1] "Sepal.Length" "Sepal.Width" "Petal.Length" "Petal.Width"

## [5] "Species"

In this example, we assign the data from column 1-4 (features) to variable x, and the class column to variable y. Remember, the first 4 input variables are the attributes/features for this specific dataset. The 5th input represents the output class.

x = iris[,-5] # here the x now contains only the first 4 columns, as the 5th has been omitted.

y = iris$Species #the $ sign is associated with the label of that particular column

Create kmeans model with this command: (You need to put the number how many cluster you want, in this case we can use 3 because we already now in iris data we have 3 classes)

kc <- kmeans(x,3)

type "kc" for show summary

kc

+/- Output

## K-means clustering with 3 clusters of sizes 62, 38, 50

##

## Cluster means:

## Sepal.Length Sepal.Width Petal.Length Petal.Width

## 1 5.902 2.748 4.394 1.434

## 2 6.850 3.074 5.742 2.071

## 3 5.006 3.428 1.462 0.246

##

## Clustering vector:

## [1] 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3

## [36] 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 1 1 2 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1

## [71] 1 1 1 1 1 1 1 2 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 2 1 2 2 2

## [106] 2 1 2 2 2 2 2 2 1 1 2 2 2 2 1 2 1 2 1 2 2 1 1 2 2 2 2 2 1 2 2 2 2 1 2

## [141] 2 2 1 2 2 2 1 2 2 1

##

## Within cluster sum of squares by cluster:

## [1] 39.82 23.88 15.15

## (between\_SS / total\_SS = 88.4 %)

##

## Available components:

##

## [1] "cluster" "centers" "totss" "withinss"

## [5] "tot.withinss" "betweenss" "size" "iter"

## [9] "ifault"

After we know the result, we need to know how many error and missing data, so we need to compare the clustering result with the species/classes iris data. We use table for comparison

table(y,kc$cluster)

# table command provides us the “famous” confusion matrix which is important in order to extract information regarding the acquired accuracy.

+/- Output

##

## y 1 2 3

## setosa 0 0 50

## versicolor 48 2 0

## virginica 14 36 0

For plotting we can use plot function. In this case we plot the Sepal length as x-axis and Sepal Width as y-axis, you may choose different.

plot(x[c("Sepal.Length", "Sepal.Width")], col=kc$cluster)

points(kc$centers[,c("Sepal.Length", "Sepal.Width")], col=1:3, pch=23, cex=3)

![index.png](data:image/png;base64,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)

You can see, that although “green” samples are linear separable from the other two classes, this cannot be verified for the other two (“black” & “red”).

The format of the K-means function in R is kmeans(*x*, *centers*) where *x* is a numeric dataset (matrix or data frame) and *centers* is the number of clusters to extract. The function returns the cluster memberships, centroids, sums of squares (within, between, total), and cluster sizes. Since K-means cluster analysis starts with k randomly chosen centroids, a different solution can be obtained each time the function is invoked. Use the set.seed() function to guarantee that the results are reproducible. Additionally, this clustering approach can be sensitive to the initial selection of centroids. The kmeans() function has an nstart option that attempts multiple initial configurations and reports on the best one. For example, adding nstart=25 will generate 25 initial configurations. This approach is often recommended.

**Example 2 (Variation from the previous):**

Since the initial cluster assignments are random, let us set the seed to ensure reproducibility.

library(datasets)

head(iris)

set.seed(20)

irisCluster <- kmeans(iris[, 3:4], 3, nstart = 20)

irisCluster

In the above code, rather than taking four variables as inputs, we have selected only two (3rd & 4th). See that before the “,” in the [,3:4] I have nothing. This means I select all the rows!

K-means clustering with 3 clusters of sizes 46, 54, 50

Cluster means:

Petal.Length Petal.Width

1 5.626087 2.047826

2 4.292593 1.359259

3 1.462000 0.246000

Clustering vector:

[1] 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3

[35] 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2

[69] 2 2 2 2 2 2 2 2 2 1 2 2 2 2 2 1 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 1 1

[103] 1 1 1 1 2 1 1 1 1 1 1 1 1 1 1 1 1 2 1 1 1 2 1 1 2 2 1 1 1 1 1 1 1 1

[137] 1 1 2 1 1 1 1 1 1 1 1 1 1 1

Within cluster sum of squares by cluster:

[1] 15.16348 14.22741 2.02200

(between\_SS / total\_SS = 94.3 %)

Available components:

[1] "cluster" "centers" "totss" "withinss"

[5] "tot.withinss" "betweenss" "size" "iter"

[9] "ifault"

Since we know that there are 3 species involved, we can ask the algorithm to group the data into 3 clusters, and since the starting assignments are random, we specify nstart = 20. This means that R-code will try 20 different random starting assignments and then select the one with the lowest within cluster variation. We can see the cluster centroids, the clusters that each data point was assigned to, and the within cluster variation. Let us compare the clusters with the species.

table(irisCluster$cluster, iris$Species)

setosa versicolor virginica

1 0 2 44

2 0 48 6

3 50 0 0

As we can see, the data belonging to the setosa species got grouped into cluster 3, versicolor into cluster 2, and virginica into cluster 1. The algorithm wrongly classified two data points belonging to versicolor and six data points belonging to virginica.

**IRIS Dataset (k-means code that includes also some tools for “finding” the proper number of clusters)**

**NbClust** is an R Package for determining the relevant number of clusters in a dataset. It provides 30 indices which determine the number of clusters in a data set and it offers also the best clustering scheme from different results to the user. In addition, it provides a function to perform k-means and hierarchical clustering with different distance measures and aggregation methods. Any combination of validation indices and clustering methods can be requested in a single function call. This enables the user to simultaneously evaluate several clustering schemes while varying the number of clusters, to help determining the most appropriate number of clusters for the data set of interest. So, you need to install the related package in you RStudio environment.

install.packages("NbClust")

|  |
| --- |
|  |

You can then load it in memory as

library(NbClust)

To load the Iris dataset in R type at the console

data(iris)

To see the dataset column headings and datatype

str(iris)

head(iris)

We need to remove the column ‘Species’ from this dataset because if we don’t, then we will get an error when executing the NbClust method

iris$Species=NULL

Now apply the NbClust method as given but first set the seed function to any value so that your result is reproducible.

set.seed(26)

clusterNo=NbClust(iris,distance="euclidean", min.nc=2,max.nc=10,method="kmeans",index="all")

“index=all” means test for all 30 indices with the given parameters. You will then get a brief summary of the results as shown below

\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

Among all indices:

\* 2 proposed 2 as the best number of clusters

\* 13 proposed 3 as the best number of clusters

\* 5 proposed 4 as the best number of clusters

\* 1 proposed 6 as the best number of clusters

\* 2 proposed 10 as the best number of clusters

\*\*\*\*\* Conclusion \*\*\*\*\*

\*According to the majority rule, the best number of clusters is 3

\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

Try also

clusterNo=NbClust(iris,distance="manhattan", min.nc=2,max.nc=15,method="kmeans",index="all")

and / or

clusterNo=NbClust(iris,distance="maximum", min.nc=2,max.nc=15,method="kmeans",index="all")

**Elbow Method**

We can also plot the Within Cluster Sum of Squares and the number of clusters to find the location of a bend or a knee in the plot which is considered as an indicator of the appropriate number of clusters.

First, calculate the within sum of squares (withinss) of different numbers of clusters:

k = 2:10

set.seed(42)

WSS = sapply(k, function(k) {kmeans(iris[1:4], centers=k)$tot.withinss})

You can then use a line plot to plot the within sum of squares with a different number of k

plot(k, WSS, type="l", xlab= "Number of k", ylab="Within sum of squares")

If you wish to have consistency with the variable names, and replicate example 1, here is the equivalent code:

library(NbClust)

library(datasets)

head(iris)

names(iris)

x = iris[,-5]

y = iris$Species

#set.seed(26)

clusterNo=NbClust(x,distance="euclidean", min.nc=2,max.nc=15,method="kmeans",index="all")

#clusterNo=NbClust(iris,distance="manhattan", min.nc=2,max.nc=15,method="kmeans",index="all")

#clusterNo=NbClust(iris,distance="maximum", min.nc=2,max.nc=15,method="kmeans",index="all")

k = 2:10

#set.seed(42)

WSS = sapply(k, function(k) {kmeans(x, centers=k)$tot.withinss})

plot(k, WSS, type="l", xlab= "Number of k", ylab="Within sum of squares")